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This Deliverable D-50: Technical Note (TN) is associated with Task 2b: Implementation of
Analyses and Visualization System. It follows the structure and outline indicated in the
Statement of Work (SoW) and the Arktalas Hoavva technical project proposal.
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1 OVERVIEW

Arktalas data are processed by a system structured around two main components: the Arktalas-
Data Archive System (ADAS) which is responsible for listing, downloading and storing data
of interest for the studies, and the Arktalas Hoavva Analysis and Visualisation System (AVS)
which transforms some of these data into representations that can be displayed at full resolution
on an interactive map.

The ADAS and the AVS must be hosted on the same infrastructure to avoid unnecessary data
transfers and to simplify the orchestration of data processing operations. It does not mean that
data discovery, storage and processing are limited to a single infrastructure: multiple systems,
each comprised of one ADAS and one AVS, can be deployed on different infrastructures and
the Arktalas visualisation portal will be able to access and display the data available in each
AVS on the same map, as shown in Figure 1. This distributed architecture makes the overall
solution easy to extend, the addition of a new ADAS-AVS couple requiring only a few changes
in the portal configuration file.
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Figure 1: Distributed architecture for the backend of the Arktalas visualisation portal

Given these requirements, the communication between the ADAS and the AVS must be as
independent from the underlying infrastructure as possible.



2 COMMUNICATION BETWEEN ADAS AND AVS

2.1  Design

The communication between the ADAS and the AVS is based on files that the ADAS creates
in a shared directory which is readable by the AVS. If the ADAS and the AVS are not running
on the same machine, this directory must be either shared over the network or replicated on the
AVS machine using a synchronization mechanism.

This directory, designated as the ADAS spool directory, contains two types of files:
e the data downloaded by the ADAS, or a symbolic link to the actual files to avoid data
duplication
o flag files that contain metadata about the downloaded data, so that the AVS can identify
the nature of the files and pass them to the adequate processing chain

The ADAS harvests information from data providers (such as OSISAF and the Copernicus
Open Access Hub) periodically to update a database that keeps track of the files available for
download and the associated metadata. The files that are relevant for the Arktalas studies are
then downloaded automatically. Upon completion of a download, the ADAS first copies (or
create a symbolic link to) the data in the ADAS spool directory, then it creates another file
named like the data file with an additional .flag extension and puts metadata related to the
downloaded file in this “flag file”.

The metadata inside the flag file include at least one URL where the file can be downloaded
from, a “type” field which identifies the product (or data set) which the file belongs to, and
potentially other fields describing the origin and contents of the file.

A script is then responsible for periodically inspecting the content of the ADAS spool directory
and listing all the files that end with the .flag extension: since the ADAS creates the .flag files
only after copying the data files (or creating the symbolic links), listing the .flag files is a safe
way to detect the data that are ready for processing.

The detected flag files are then registered in a local database, the AVS jobs database, to keep
track of their processing status: a new entry is created for each flag file that was not already
registered and all new entries are marked as “requiring processing”. The script then queries the
jobs database for all entries that yet need to be processed, creates a processing job file in a
dedicated directory (AVS spool directory), and finally marks these entries as “dispatched” so
that they are not sent to the AVS processing chains multiple times.

A service monitors the content of the AVS spool directory and triggers a processing script each
time a new processing job file is created in the spool. This script reads the path of the flag file
to process from the processing job file, selects a processing chain using the “type” field
extracted from the flag file and then executes this chain on the input file (located by removing
the .flag extension from the path of the flag file).

Upon completion the processing chain marks the flag file as “processed” in the jobs database
and the script removes the processing job file from the AVS spool directory.

The ADAS periodically removes the files it created in the ADAS spool directory after a delay
whose duration exceeds by a fair amount the time it takes for the AVS to process the data. The



error reporting. Failures can be detected quite easily though, either by looking for processing
jobs that have been dispatched but not completed in the AVS jobs database, or by searching for
files older than a threshold in the AVS spool directory. The data flow starting from the files

downloaded by the ADAS and ending with their publication in the Arktalas visualisation portal

ADAS-AVS system is not meant to be used for operational services so there is no real time
is described in Figure 2.

aseqelep sqof SAY ayj ul
919|dwod se qol yiep

\/
sageep ot (G« R A

} 9IS SAY

Suopeudsaldal
£1030341p 3|qISSRIIR-QB)|, ) «—— a|qnedo-gam a1eai)

>

ureyd buissadoud 31y qof Buissa0.d wouy
w_cno_mc_mmwuoaﬁw_wo A Eamxmncmtm_mm fmgE_mwabsmu“ac:umbxu

Hm;mssgm_ccmmﬁocmmssu_Es
qol paJaisibal yoes 104

aseqeyep sqof SAY ay3 ul Ai03311p [00dSs SAY By ul
paydiedsip se qof diep 3|y qol buissado.d a3ea1)

8

3|y bey yaes Ioy aseqeiep SAY
aseqelep 3y ul gol buissadoud e J1sibay qol NOYD

sqof SAY .

paloubi aie mBS__%uL\ Kiopauip j00ds Syay Ul
3|qejiene sa|y bey 19913Q

'

passanoid Buiaq Ki03a11p j00ds SyQy

aJe A3y 3|1Iym 10 210J3q PIAOWSJ 10U dJe SI|Y
ndul Yy 3eyy auns aq 03 1SN ‘spasu Ajjenpe | --”
wia1sAs BuIssed04d Y3 Jeym ueyy awiy aJow Joy #
|00ds ay3 Ul so|y 953y buines| ‘Aejap e Jaye
sa|u beyy pue syuljwAs pjo sanowal Syay ayL

9L PIPEROJUMOP IN0JR BIepRIBW
pujuieuod 3|y bey s3ea.)

- svav
—_—

3|y papeojumop
03 uljWAs 91e81)

Figure 2. Design for the ADAS-AVS communication mechanism



2.2 Implementation on NERSC infrastructure

An instance of the ADAS-AVS system has been deployed on the NERSC infrastructure. The
initial design has been slightly adapted to be compatible with this platform and its management
policy:

e the ADAS spool directory, as well as the storage for downloaded data, is shared with
the machine hosting the AVS service over the network using the NFS protocol

e when the AVS service starts, it marks all the incomplete processing jobs (i.e. jobs that
were dispatched but whose processing was interrupted due to the AVS service
shutdown) as “requiring processing” so that they are dispatched again and completely
processed during the next execution of the CRON job. This mechanism allows the
system to recover by itself after a crash or a reboot.

e the AVS component has been split into two parts, each running on a separate virtual
machine:

> the Web part comprised of the Syntool database, the Syntool webservice and the
Web server (Nginx)

> the processing part which includes the CRON job, the AVS jobs database and the
AVS service in charge of managing the processing chains

e once the data required by the Arkatalas studies have all been ingested in the AVS, the
processing part will not be necessary anymore, so the virtual machine hosting the
processing system can be shut down to save resources

¢ instead of sending results directly to the Web virtual machine, the processing chains
store all the results they generate (including SQL statements) in a shared directory and
the Web virtual machine imports these results periodically. This solution adds a delay
before data can be published but it removes coupling between the two virtual machines,
thus allowing processing to occur even when the Web virtual machine is offline.

This implementation has been tested successfully with OSISAF sea ice concentration products
and Sentinel-1 SAR roughness data, as agreed during Progress Meeting 3. The screenshot in
Figure 3 shows how the data processed during these tests are rendered in the Arktalas
visualisation portal.
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Figure 3: OSISAF sea ice concentration (AMSR-2 and multi-sensor) and SAR roughness from Sentinel-1
displayed in the Arkatalas visualisation portal
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