
 

 
 
 

 
 
ARKTALAS HOAVVA PROJECT 
 
DELIVERABLE D-30: ARKTALAS DATA AND ARCHIVE SYSTEM 

USER GUIDE 

 
 

Customer ESA 

Author Adrien Perrin, Anton Korosov, Arash Azamifard (NERSC) 

Distribution Consortium and ESA 

ESA Contract Number 4000127401/19/NL/LF 

Document Reference  

SoW Deliverable Reference D60 

Version/Revision 1.0 

Date of issue 15 October 2020 

 
Approved by 

(NERSC) 
Johnny A. Johannessen 
NERSC Project Manager 

 

Approved by 
(ESA) 

Craig Donlon 
ESA Technical Officer 

 

  



Revision Change log 
 
Issue Date Type Change description 
0.5 5 October 2020 Draft  Initial version 
1.0 15 October 2020 Final Updated 

 
 
This Deliverable D-30: ADAS user guide is associated with Task 2a: Arktalas Hoavva data 
collection and quality control. It follows the structure and outline indicated in the Statement of 
Work (SoW) and the Arktalas Hoavva technical project proposal. 
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User guide 
In this section is described how users can interact with the ADAS. Since the AVS is the main 
user interface for the Arktalas project, user interactions with the ADAS will be limited. Still, a 
web interface is provided so that users can directly check the contents of the ADAS without 
going through the AVS. This web interface will be the main focus of this user guide. 

Figure 1 below shows the architecture of the ADAS and the place of the web interface in it. 
For a more exhaustive description of the workings of the ADAS, please refer to the Technical 
Note 2 - Design of the ADAS. 

 

Figure 1: Overall architecture of ADAS (shown by gray block). Green blocks denote external 
clients, red block - distributed data repositories, yellow block - Django-Geo-SPaaS and 
Harvesters, blue block - centralized metadata database, white blocks - main software 
components. Arrow direction shows invocation sequence - arrows points from an active actor 
to a resource. 

  



Web interface 
The web interface for the ADAS is available at https://web.nersc.no/adas. 

It provides the ability to search for datasets in the ADAS database. 

Figure 2 illustrates what the interface looks like: 

 

Figure 2: Web interface composed of the graphical search form (left) and the tabular search 
results as the URLs of the datasets (right) 

The search form 

The search form has two components: the search fields and the map. 

The search fields can be used to filter the datasets on: 
- Time coverage 
- Source 
- The name of a parameter/variable contained in the dataset 

The map can be used to filter on spatial coverage by drawing a shape as shown on Figure 3 
below.  

 

 



 
Figure 3: Drawing a shape on the map 

Once all the desired search fields are filled and the shape is drawn, a click on the “Search all 
meta-data” button will launch the search. The results will be displayed in the right part of the 
screen, while the shape of each dataset’s spatial coverage will be displayed on the map. 

The results table 

The table on the right of the screen shows the URLs of the datasets which were found in the 
search. If too many results are found, the display is paginated. The map only shows the spatial 
coverage of the results on the current page. 

Figures 4 and 5, below, show the results of a specific search for datasets which: 
- Have a time coverage intersecting with the period between June 1st, 2020 and June 

15th, 2020 
- Contain Sentinel-1A SAR data 



- Have a spatial coverage intersecting with the triangle drawn off the Svalbard shore 
 

 
Figure 4: search results, page 1 
 

 
Figure 5: search results, page 2  



Installation procedure 
The ADAS web application is freely available as a Docker image. 

The deployment of the ADAS system is automated using Ansible. The Ansible code for this is 
located on a private Github repository: https://github.com/nansencenter/deploy-adas. Access 
to this repository can be granted on a case-by-case basis. 
 
In order to deploy to a new server, inventory files for a new environment can be written by 
taking the existing ones as an example. 
 
The server must also follow these requirements: 

- Docker must be up and running 
- Python 3 needs to be available 
- SSH (write out this acronym) connections must be possible between the server and 

the machine where the Ansible playbook will be run. 

Then, running the following command will install the ADAS: 

ansible-playbook -i inventory/<new_env>/ deploy.yml 
 

Where <new_env> is the name of the newly created environment.  



Quality control 
This section describes the elements that need to be checked to control the quality of the ADAS. 
For each of these elements will be defined what needs to be checked and the result of this 
check. 

Unit tests 

What must be checked? 
Each software component should be covered by unit tests. 

Results 
All the main components are indeed covered by unit tests. This can be checked on the Github 
page of the corresponding projects: 

- https://github.com/nansencenter/django-geo-spaas 
- https://github.com/nansencenter/django-geo-spaas-adas-viewer 
- https://github.com/nansencenter/django-geo-spaas-harvesting 
- https://github.com/nansencenter/django-geo-spaas-processing 

Website availability 

What must be checked? 
The ADAS web interface must be available at https://web.nersc.no/adas. 

Results 
The web site is available. 

Operational search interface 

What must be checked? 
The web interface must enable users to search in the database based on the following criteria: 

- Time coverage 
- Spatial coverage 
- Source of the dataset 
- Parameters of the dataset 

This can be tested by looking for known datasets and seeing if they are found. 

Results 
The search functionality is operational. 



Metadata display 

What must be checked? 
Once datasets are found, the relevant metadata about these datasets must be displayed. 
The metadata to the users remains to be defined. For now it is limited to the dataset’s URL, 
and it will be expanded once we get user requirements. 

This can be checked by looking at the interface. 

Results 
The URLs are displayed. 

Metadata harvesting 

What must be checked? 
The selected metadata must be collected and written to the ADAS database. 
This metadata harvesting must occur at a regular interval (daily, for example). 

Results 
The harvesting has been tested, which can be proved by the presence of Sentinel 1 SAR 
metadata in the web interface. 

The periodic harvesting has not been implemented yet. 

Metadata validity 

What must be checked? 
The metadata for a given dataset must be correctly collected. 

This can be checked by collecting metadata about known datasets and checking that the 
contents of the database are matching the known metadata. This should be done for at least 
one dataset per data source. 

Results 
Sentinel 1 data is validated. 

Metadata conformity with user requirements 

What must be checked? 
The metadata which is collected about each dataset must contain all the information which is 
relevant to the users. 



This can be checked when we get the user requirements. 

Results 
None yet. 

Data download 

What must be checked? 
The selected datasets must be regularly downloaded. 

This functionality is not fully implemented yet. 

Results 
None yet. 

Data usability by the AVS 

What must be checked? 
The downloaded data must be usable by the AVS. 

We will be able to check this once the ADAS-AVS integration is in place. 

Results 
None yet. 
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